Visualization of  Integrated Marine Geoscience Data for Canadian and Proximal Waters
Introduction

The Geological Survey of Canada (GSC) has operated a wide-ranging, multidisciplinary marine research program for over 50 years out of its east coat and west coast offices, the Geological Survey of Canada (Atlantic) and the Geological Survey of Canada (Pacific). These organizations were formly know as the Atlantic Geoscience Centre and the Pacific Geoscience Centre. The data collected as part of these programs provide the foundation of our understanding of the modern and ancient geology and geological processes that define and shape our marine borders. Although most Canadians  live and work onshore, the offshore is being increasingly recognized as significant and fundamental component of our economy and our wellbeing. Making this marine survey information available for a sustainable economic development of our offshore is a cornerstone of the Canadian government  policy.

Marine geoscience data are used in a wide variety of applications in the offshore; a non-exhaustive list would include  seabed habitat and fisheries management, communication and power cable route planning and emplacements,  defense, search and rescue operations, hydrocarbon exploration and development, national boundary definition and studies of past and present climate change and adaptation.

We describe here the most comprehensive, publicly available, online collection of marine geoscience data available for Canadian waters. These data can be downloaded using standard ftp/http protocols. Coverage and content may be perused using a "thin layer" KML discovery wrapper, i.e. a discovery interface that points to content in the ftp/http servers. This collection is not static and will be augmented with new data and new data types in the future.
Background

Fifty years is a long time in science and the way in which we collect and process marine survey data have changed radically over the years, accelerating in the last two decades into the digital realm. 
Although the Internet was a dim glimmer in the early 1990's, organizing and cataloguing our marine survey data in in-house structured databases was well underway by this time. Many years of focused and patient effort by countless staff  were  spent organizing and transcribing data into Oracle-based databases. This process is ongoing and we continue to augment our holdings using new expedition data and we continue to address a backlog of older data. 

The Geological Survey of Canada is a relatively large science organization of eight hundred staff, housed in offices spanning the country.  As for many similar institutions, the GSC had, over the past ten years, developed an enterprise solution to data management involving multiple linked database servers with integrated GIS systems. 

Much effort was spent developing web interfaces to these databases to make them publicly available, but many barriers, both internal and external to our organization have arisen to limit access. 
Linking multiple instances of commercial database systems to the Internet evokes substantial licensing fees and our plan to  expose multiple, distributed database servers to the public has become unaffordable in the present fiscal regime . Consolidating and replicating databases in a central and secure public server  has also proven extremely difficult and time-consuming. In the GSC, web services and server management has been recently centralized in corporate offices and  reductions in staffing levels has further eroded the capacity to manage these complex data management systems. 

Implementation

Given this environment, we have decided to step back and provide public data access with a simpler system that is sustainable within our current context but yet provides as much, or more, access to than was originally achieved with our more coporate approach. 
Our in-house databases are continued to be maintained and populated  and used in local offices but these holdings are programmatically transcribed  in a snapshot approach onto flat file, tree-based directory system for public access, disconnecting the database from the user. Vendor specific forms and implementations are avoided, albeit at the loss of some functionality. Generic, well-known and documented data forms are used to convey information ( XML, PNG, CSV,JPEG2000,shape files, and KML).  GIS layers are accessed via WMS and associated forms. 
At the most basic  level, all data can be accessed using FTP or HTTP protocols. 
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Data Holdings

Our in-house database holdings are housed in three major components : ED ( Expedition Database) where ship tracks and sample data ( grain size, radiocarbon dating information seabed photos, sample locations and sample type) are housed, PAD (Physical Archive Database) which details the type and location of physical samples (seismic records, piston core samples, etc), and BASIN (petroleum industry records recording well and seismic line information).

Some data sets ( e.g., grain size and  radiocarbon dates )  were relatively simple to transcribe into tabular  database form but other geophysical data, such as seismic and sidescan data which cover thousands of kilometres of track coverage, were more problematic. These seismic and sidescan echograms, acoustic images of the subseabed and seabed surface, were traditionally recorded on electrostatic paper rolls which often exceeded 30 m in length and 1/2 m in width. We hold over 15,000 of these records in our phyical archives. 
In the past, we had made copies of these records on microfiche and 
We have been compiling differing types of geological survey data in Oracle databases over the last  two decades.  Previous to 1990, the bulk of our data is in  analog format : 
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